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Abstract

Theresoucemanayers (e.g., batch queueschedules)
usedat many parallel and distributed computingcentes
can be complicatedsystemdor the avermge user A large
numberof command-lineoptions, ernvironmentvariables,
and site-specificconfigumation parametes can be over
whelming Therfore, we have developeda simple Web-
basednterface called PBSVéb,to the Portable Batch Sys-
tem(PBS),which is our local resouce manajer system.

We describe the design and implementation of
PBSVeb. By using a Web browser and server softwae
infrastructue, PBSVéb supportsboth local and remote
usess, maintainsa simplehistory databaseof pastjob pa-
rametes, and hidesmud of the compleitiesof the under
lying scheduler Thearchitecture andimplementatiortech-
niguesusedin PBSWéb can be appliedto other resouce
manaers.

Keywords: job management,batch scheduler Portable
Batch Systen{PBS),Web-based5Ul, clusterand parallel
computing

1 Introduction

Parallelanddistributed computingoffersthe promise
of high performancethroughthe aggrayation of individ-
ual computersnto clustersandmetacomputerge.g.,wide-
areanetworks of computers). Fast nation-widenetworks
also male it possiblefor usersto remotely accesshigh-
performancecomputing (HPC) resourceproviders (RP).
However, that potential cannot be fulfilled without the
propersoftwareinfrastructureo accesshe RPsin acorve-
nientandefficient manner

One of the mostbasicand commontasksfor a user
of an RP is submittinga job to the local resourceman-
ager Althoughsystemssuchasthe PortableBatchSystem
(PBS)[9] and Load SharingFacility (LSF) [8] automate
CPUandresourceschedulingthemary command-lineop-
tions, scriptableparametersand differenttools presenta
steepearningcurve for thetypical user

Althoughtoolsandsystemso supportapplicationde-
velopmeni(rightly) receve a lot of researchattention,the
problemof applicationexecutionandmanagemens often
overlooked. In atypical workgroup,a smallnumberof de-
velopersmaywrite the code(or install downloadedcode),
but everyonemust executethe applications,whetherit is
for testingor productionruns. In otherwords,runningap-
plicationsis the commoncase.Also, the sameapplication
is often run with mary differentparametersand possibly
by differentmembersof the sameworkgroup. Customiz-
ing, sharing,andrevision control of the job control scripts
canquickly becomeunwieldy.

To simplify the commontasksof submittingjobs to
a resourcemanagerre-runningjobs, and monitoringjobs
in queues,we have developeda Web-basednterface to
PBS called PBSWh The systemprovidesa job history
databassothatpreviousjob scriptscanbere-usedas-isor
with smallchangesWe feel thatthe combinationof func-
tionality in PBSWebfulfills a needin the usercommunity

More importantly the architectureof PBSWb is
designedto evolve and supportthe emeging model of
wide-areametacomputingvith remoteusers,transparent
job placementcrossmary differentRPs,andend-to-end
workflow management.Eachof theseenhancementm-
volvesthe solutionof outstandingesearctproblems.PB-
SWeb will be the developmentand evaluationframework
for ourresearchn theseareas.
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Figure 1. PBSWeb: Architecture

1.1 Portable Batch System

The PortableBatchSystem(PBS)is oneof anumber

of differentbatchqueuescheduler$or processoresources.

Resourcemanagersand schedulersare software systems
thatallocateresourceso differentuserrequestgi.e., jobs)
while attemptingo maximizeresourcautilization andmin-
imize interferencebetweendifferentjobs. Individual users
submitjobsto PBS,the scheduleenqueueshejobsof the
varioususers,and jobs are executedas the requestede-
sourcedbecomeavailableandaccordingto the job’s queue
priority.

In part, PBSis a popularsystembecausét is power
ful, customizableandit canbedownloadedreeof chage.
For example the Multimedia AdvancedComputationaln-
frastructure(MACI) project[7] usesPBSto managetwo
SGI Origin 2000 multiprocessorgwith a total of 112 pro-
cessors)at the University of Alberta, and a cluster of
Alpha-basedvorkstationgwith 130processorsatthe Uni-
versityof Calgary

Although PBS hasmary technicalmerits,it canbea
difficult systemto learnanduse. The systemconsistf a
numberof differentprogramge.g.,qsub, gst at , qdel ,
ghol d, gal t er), eachwith mary different command-
line optionsand configurationparameters. Furthermore,
jobs (or runs) are submittedto the systemin the form of
a job control script containingperjob parameters.Each
run requiresits own job control script, which leadsto the
problemof how the variousscriptscanbe easilymodified
andsharedetweerdifferentuserswith revision control.

xpbs andxpbsnon aretwo graphicaluserinterfaces
(GUI) distributedwith PBS.AlthoughtheseGUI toolsare
easielto usethancommand-lingprogramsthey do not ad-
dresgthe problemof managingob controlscripts.

1.2 Overview

We begin with a descriptionof the PBSWeb architec-
tureandhow it is designedo supportremoteaccessto pro-
vide userauthenticationandto maintainjob control script
histories. A detaileddescriptionof the PBSWeb interface
and functionality is followed by an overview of how PB-
SWeb is implemented. Since PBSWeb is part of a larger
C3.caprojectto improve the sharingof high-performance
computingresourceg4], we thendiscussthe longerterm
goalsof the projectandputit in context with relatedwork
from othergroups.

2 PBSWeb

We have built a prototypefront-endinterfaceto PBS.
Betatestingbeganin August2000,with a wider deploy-
mentamongMACI usersto follow. By layeringon top of
PBS,we hopeto make resourcananagemenandresource
sharingmorecornvenientin the commoncase.

PBSWebis intendedo simplify thetaskof submitting
jobsto RPsthatarecontrolledby aschedulerlt is assumed
thatthe applicationsourcecodeitself is alreadydeveloped
andnow theuserwould liketo run jobs. If theuseris only
runningexisting applicationcode thenhedoesnot needto
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know anything aboutinteractie shellsor how to develop
code.PBSWeb malesit easyfor remoteusersto accessan
RP without having to sharefilesystemsand without hav-
ing to log onto the systemjust to submita job. PBSWb
alsomaintainsa peruserand perapplicationhistory (and
repository)of sourcecodefiles, jobssubmittedo PBS,and
pastpreferencedor varioususerselectablePBS parame-
ters(e.g.,time limits, emailaddressegjFigurel).

To begin, an authorizeduserconnectgo the relevant
Web sener. The sener doesnot have to be on the same
systemaswherethejobswill eventuallyrun. OnePBSW\eb
sener canbethefront-endto severaldifferentRPsor each
RP canrun its own instanceof the PBSWeb sener. After
supplyingavalid usernamandpassverd, the mainpageis
presentedFigure2). Sincetheinterfaceis basedon Web
pagesthereis noneedo understandgite-specifioperating
systemconfigurations.

To run a new application,the usermustfirst upload
the sourcecodethroughPBSWeh To submita job using
an existing application,the userselectshe previously up-
loadedsourcecodefrom a menuandsubmitsthe job from
aWeb page.PBSWeb simplifiesthe building (i.e., compil-
ing) of the executablecodeon the target machineandthe
selectionof PBSparametergitherbasedon the users his-
tory (comparabléo commanchistoriesin Unix shellssuch
ast csh) orreasonablsystemdefaults.

Four basicfunctionsare currently supportedoy PB-
SWeb:

1. Uploadsourcecodein atarfile.
2. Compilesourcecodealreadyuploadedo PBSV\¢h

3. Submitajob to PBS(with PBSWeb assistingn writ-
ing thejob script).

4. Checkonjobsin thePBSqueue(s).

3

& File Upload

Your file has been uploaded. Here is the relevant information:

File Mame: sample tar
File Size: 30720

untar output:

sampleprog,
sampleprog/Makefile
sampleprog/klanks.c
sampleprog/convert.c
sampleprog/ecf.c
sampleprog/longline. o
sampleprog/revline.c
sampleprog/squeeze. o
sampleprog/strip. o
sampleprog/takble. c
sampleprog/tally. o

directory= sampleprog
make output:

-o eof ecf.c

-lm -o takle takle.c
-0 lengline longline.c
klanks kblanks.c
sgQUESzZEe SQUESZE.C
strip sktrip.c
revline revline.c
converk converkt.c
tally tallwv.c

geoe -Wall -ansi

goco -Wall -ansi -
geoe -Wall -ansi

geoe -Wall -ansi
geoe -Wall -ansi
geoe -Wall -ansi
geoe -Wall -ansi
geoe -Wall -ansi
geoe -Wall -ansi
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Figure 3. PBSWeb: Upload Tar File and Make

We expectthat functions(3) and(4) will bethe most
frequentlyused.

To uploadatarfile, astandardVebbrowserfile selec-
tor is usedto specifythefile (notshovn). By default,once
thetarfile is sentfrom the browserto the PBSWeb sener,
it is untaredandamake commands issued.The outputis
reportedbackto theuser(Figure3). At this point,theuser
canproceedwith submittinga job, uploadanothettar file,
or returnto themainpage.

PBS (and similar systems)allow the userto control
thejob usinga job scriptmodel. Therefore the usermay
enter the commandsfor the script in the Execut i on
Conmands text field (Figure4). For eachapplication(i.e.,
tar file) that hasbeenuploaded,PBSWeb rememberghe
recentlyexecutedcommandsso that the userdoesnot al-
wayshave to reproduceanddebug complicatedsequences



of operations.Instead the usermay selectthe commands
usingtheConmand Hi st ory pop-upmenu.lf theappli-
cationhasalreadybeenexecutedusing PBS,thenthe pre-
viousjob scriptscanalsobe selectedisinga pop-upmenu
(notshown).

Whethercomposinga new job script or modifying a
previous job script, the useris free to selectamongary
of the valid parameterso PBS. For parametersvith only
a few valid options,radio buttonsare used,as shown for
thejob queueoptionsof dque, Sequent i al , andPar -
al | el (Figure4). Therefore,the userdoesnot have to
memorizeall of thevalid optionsfor, say thejob queue.

More complicatedparametershatcannotbe selected
from a menu, suchasthe nameof the job andthe email
addresgo notify uponjob completion,are enteredusing
text fields. Whenever possible the text fields areinitially
filled in with reasonablelefault valuesor valuesprovided
by the userin the past.

Parameteravith mary possibleoptions, suchas the
Nunber of processors to use forthejob,arese-
lectableusing a pop-upmenu. The goal is to reducethe
needto memorizevhatparametevaluesarevalid andwhat
valuesaregoodchoicesfor defaultsata givenRP

Whenthe job script parameter$iave beenfinalized,
the user clicks the Subni t Job button and PBSWb
calls the proper command(i.e., gsub) with the proper
command-lineargumentsandjob script(Figureb).

Again, excluding situationswhere compilesfail or
jobsterminateunderabnormalkonditions,it is possiblefor
anauthorizeduserto upload,configure andsubmitjobsto
PBSwithout ever logging ontothe RP’s system.Also, the
usercancheckthe statusof jobsin the PBS queuesusing
thePBSWebinterface(Figure6).

Furthermore, with a properly designed malefile
(which is, admittedly non-trivial), it is possiblefor a user
to utilize the samePBSWeb interfaceand tar file to run
jobson, say the MACI SGI Origin 2000sin Edmontonor
the MACI Alpha Clusterin Calgary In thefuture,the PB-
SWebinterfacewill beableto monitorthemachindoadsin
Edmontonand Calgaryand automatically(with the users
permission)run a message-passirjgb on eitherthe SGI
or cluster dependingon whichever will give the fastest
turnaroundime.

3 Implementation of PBSWeb

A Web-basedapproachwas taken in designingthe
PBSWebinterfacebecaus&Vebbrowsersarepenasiveand
area consistenandplatform-independentvay of interfac-
ing with PBS.HTML documentsan Apachesener, and
CommonGatavay Interface(CGl) scriptswritten in Perl,
arethebasicelementof theimplementatiorof PBSWeh

Again,therearefour mainoperationsn PBSWeband
eachis handledby a differentsetof CGl scripts:
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Figure 4. PBSWeb: PBS Job Submission and
Script
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First, the file uploadoperationis intendedtypically,
to uploadtar files of programsourcecode. Uploadedfiles
are placedin a subdirectory(pbswebdi r) of the users
homedirectory whichis resenedfor PBSWeb's use. The
tarfile is thenextractedto a separatesubdirectoryof pb-
swebdi r . Thereforetheuserstill requiresanaccountand
homedirectoryatthe RPto accessecondangtorage.

Secondprogramcompilationis handledwith asimple
make command.Thus,successfuprogramcompilationis
dependentiponthe usersupplyinga suitablemalkefile. If
the userdoesnot chooseto compile the sourcecode di-
rectly after file uploadand extraction,compilationcanbe
performedatalatertime by choosinghecompileprograms
operation.

Third, the scriptgeneratioroperationis implemented
usingaHTML-basedform. Herethe usercanspecifyvar
ious job options,suchasthe numberof processorso use
and the queueto which the job is to be submitted,sim-
ply anddirectly, without having to remembetthe compli-
catedsyntaxof a PBSscript. Also, the form givessensible
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working directory is /usrflamont/misc/pbsweb/upload/george/sampleprog
scriptfile is sampleprog.pbs
gsub returns:

84.lamont.cs.ualkberta.ca

Wiew Current PBS Queue Statistics

Figure 5. PBSWeb: Job Submitted

default valuesfor the mostcommonlyusedPBS job op-
tions. After the PBSWeb form hasbeensuitablyfilled out,
the datais sentto a CGl script, which generates valid
PBSscript. PBSWeb thensubmitsthe generatedcripton
the users behalfto the specifiedPBSqueue or the default
gueuef aqueues notspecified.

PBSWeb doesmore than simply provide a template
form to generatePBS job scripts; the systemalso keeps
a history of the job option parametersnd executedcom-
mands.Thus,eachPBSWeb userhasa customform which
containsa history of previous jobs. The usercanrecall
previously-generatedcriptfiles andusethemasa basefor
the next job submission.Of course if a moreexperienced
PBS userwishes,he may uploada customscript file and
useit to submita job or edit the uploadedscriptandthen
submitit.

The multi-user functionality of PBSWb is accom-
plishedby usingthe SecureShell (ssh). Whena userfirst
createsa PBSWeb accountthe usermustcopy PBSWeb's
secureshellpublicidentitykey into theusers personabhu-

t hori zed keys file. ThisallowsPBSWebto assuméhe

identity of the PBSWebuser Whenanew accounis being
created PBSWeb doesa secureshelllogin into the users

systemaccountandcreategshe pbswebdi r subdirectory
for PBSWebto workin. All of theusers uploadedilesare
storedin this directory, alongwith history files andinfor-

mationaboutthedirectorystructure.

Eachprogramis givenits own subdirectoryunderthe
PBSWebworkingdirectory All of thescriptfilesgenerated
by PBSWeb are storedin theseprogramsubdirectories.
Thus, eachoneof the users programshasits own unique
history. WhenPBSWebgeneratea customjob scriptform,
it opensa secureshellsessiorto theusers accountgoesto
the directory of the programthatis to be executed,looks
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for the mostrecentlyusedscript, andloadsthe parameters
of that script into the form as startingvalues. Also, the
usercanchooseo load ary of the previousscripts. When
submittinga job script, PBSWeb opensa secureshell ses-
sionto the users systemaccountandautomaticallyissues
agsub commandvith thescriptfile generatedhy theform
script.

To decreasehe executiontime of the CGI scripts,
sometemporaryfiles are createdin the PBSWeb’'s home
directory;fewer secureshell sessiongo the users account
have to be openedand mary of the intermediatestepsare
donewithin PBSWeb'’s own directory For example,when
a useruploadsa file or runsa PBSscriptgenerationCGl,
the files are first sazed in PBSWeb's directory and then
transferedo theusers pbswebdi r by usingsecurecopy
(scp). After, thefiles arecopied,PBSWeb deleteshere-
latedfilesin its own directory

Although the secureshell providesa reasonablend
safemechanisnto allow the PBSWeb sener to compile,
submit,and monitor jobs on behalfof a user we are still
investigatingotheroptions. In principle, the ability of PB-
SWebto run any commandasanotheruseris too omnipo-
tent. Ideally, a systemthat combinesthe authentication
functionality of the secureshellandthe perexecutablger
missioncontrolof, say sudo, would beideal.

4 Future Work

A numberof desirablefeaturesare currentlymissing
from PBSWeh After betatestingin the MACI erviron-
ment, it is our goalto make PBSWeb into an open-source
developmentproject.

On a metacomputindevel, thereis a needfor com-



plete end-to-endworkflow managemenso that multiple
jobs canbe co-ordinatedo solve the overall problem. For
example,a computationrmay involve pre-processingnput
data, a simulation, and post-processingf the resultsas
threeseparatgobs. Eachjob is independentlysubmitted
to abatchschedulerpossiblyat differentRPs,but the jobs
arelinkedby theirinter-dependence.

In theory the differentHPC resourcescrossa coun-
try canbe harnessedbr a singlecomputationatask. This
conceptof metacomputingl] hasattracteda lot of atten-
tion. Unfortunately in practice,the lack of an appropri-
ateinfrastructuramakesit difficult to transparentlyperform
one phaseof a multi-phasecomputationon, say a cluster
and anotherphaseon a shared-memorgomputer Thus,
thepainfulrealityis thatsharingresourcegenerallymeans
that a useris allowed to log onto the differentmachines,
manuallytransferary needediatafiles betweermmachines,
manually startup the jobs, checkfor job completionand
the integrity of the output, and repeatfor eachplatform.
The mary manualand errorprone(both humanandtech-
nological) stepsrequiredto do this usually meansthat a
useralways stayson one platform and “makesdo” This
defeatsthe purposeof sharingresourcesand canlead to
someoverloadedcandotherunderutilized platforms.

A long-termresearctgoal is the design,implemen-
tation, and evaluationof a workflow managerfor parallel
computations. Considerthe scenariowhere a computa-
tion is organizedas a pipeline or a sequenceof individ-
ual jobs. Ideally, if the pre-processingf input datais
nearembarrassinglyparallel,the clusterwould be the best
platform for the computation. Then,the communication-
intensive phaseof thecomputatiorcanbeperformedonthe
parallelcomputer From the users point of view, ajob is
submittedto a workflow managerwhich would thenauto-
maticallyinitiate thefirst phaseof thecomputationtransfer
the intermediateoutputto the secondhardware platform,
andtheninitiate the secondphaseof the computation.The
useris only interestedn receving the final outputor an
errorreport.

The reliability of the end-to-endworkflow (i.e., start
of entirecomputationto endof computation)s animpor-
tantissue.Datavalidationbetweerphasesncreaseshere-
liability of theresultsby detectingcorrupteddatabeforeit
affectssubsequenphasesFor example,in our experience,
althoughTCP/IPguaranteesorrectnetwork transfersjost
connectionsaandfull file systemscaneasily (andsilently)
truncatefiles and corrupt the workflow. Simple valida-
tion checksat the application-le&el areneeded.Abnormal
procesgerminationmustbe detectedand subsequenpbs
must be suspendedintil the situationis corrected. Inter-
mediatedatafiles mustbeloggedandarchivedsothatjobs
may be re-startedrom the middle of the pipeline(i.e., au-
tomaticcheckpointandrestart).

At the highestlevel of abstractionthereshouldbe a

graphicalWeb-basednterfacethat allows a userto com-

municatewith the workflow managerThe userconfigures
the workflow, specifiesthe input data, the computational
constraintsandthe phasesisingthe userinterface. At the

lowestlevels, the workflow managerco-ordinateghe site-

specificlocal schedulerandfile systemsat eachcomput-
ing site. The workflow managerecevesa computational
taskin amannersimilarto abatchschedulerBut, theman-
ageris aware of the differentphasef the computational
taskandit is awareof the distributednatureof thecomput-
ing sites. Themanageis configuredto checkfor thelocal

availability andintegrity of the specifiednputdata,it runs
optional userspecifiedscriptsto verify the pre- and post-
conditionsanityof the data,it submitsthe appropriatgob

to thelocal schedulerit checksthe integrity of the output,
andthenco-ordinateswith the local schedulerat the next

computingsite to performthe next phaseof the computa-
tion.

5 Reéated Work

There are a number of metacomputingresearch
projectsandsystemsincludingLegion[6], Globus[5], Al-
batrosq2], andNimrod/G[3]. BakerandFox surey some
of the projectsandissued1].

Our projecttargetsa higherlevel of abstractiorthan
mostof the currentprojects. For example,we arenot ad-
dressingthe issueof how to use heterogeneouand dis-
tributedresourcesvithin a single paralleljob. Theserun-
time systemissuesare low-level problems. Instead,we
focus on the issuesof transparentdata sharingand co-
ordinationbetweerthe jobs andsites. We feel thata high-
level approacHocuseghescopeof thetechnicakhallenges
and more directly addressegnd-to-endssuesof reliabil-
ity andtranspareng It is easierto adaptto missingdata,
network outagesandoverloadedcomputersf a workflow
of jobs spansmultiple sites,insteadif a monolithic paral-
lel job spanamultiple sites. Notably, Nimrod/G [3] shares
thesehigh-level designgoalsandsupportsa computational
economyapproactho resourcesharing.

We alsofeel thata high-level approachs betterable
to exploit existing technologiegndinfrastructureandpro-
duce a usablesystem. Although somecomponentf a
workflow infrastructurealreadyexist in the form of dis-
tributedfile systemge.g.,AFS) andbatchschedulerge.g.,
PBS, LSF), they are not well integratednor transparent.
Settingup a distributedfile systemacrossmary sitesleads
to a variety of problemswith configurationand adminis-
tration, thusit may not always be possible. Political and
humanfactorsin co-ordinatingmultiple sitesmustalsobe
addressedvith flexible and customizablepolicies in the
workflow manager However, if somesitessharean AFS
file systemthatcanbe exploited by having thefile system
performthat datatransfersunderthe control of the work-



flow managerSimilarly, batchschedulerbiave madegreat
progressn schedulingndividualjobs, but they arenot de-
signedto handlecomputationatasksrequiringa sequence
of jobs on differentcomputingplatformsand at different
sites. Thereare researchissueswith respectto efficient
global schedulingof tasksacrossa numberof distributed
computingsites,which would be an extensionof existing
work in optimizedbatchscheduling.

6 Concluding Remarks

In practice, effective high-performancecomputing
and metacomputingequiresa propersoftware infrastruc-
tureto supportthe workflow managementf parallelcom-
putation.Currently too mary manualanderrorpronesteps
are requiredto use HPC computing resourceswhether
within oneRP or acrossmultiple RPs.

Somethingas simple as submittinga job to a batch
schedulerequiresheuserto write ajob controlscript,de-
fine several ernvironmentvariables,and call the right pro-
gramwith the right command-lineparameters.Resource
schedulerssuchasthe PortableBatch System,are pow-
erful andnecessargystemsput we feel thatthe learning
curve is too high. We alsofeel thatthe systemshouldau-
tomaticallymanaggob control scriptssothatit is easyto
modify previouscontrolscriptsfor new runs.

Towardsthesegoals,we have developedaninterface
to PBS called PBSWeh By exploiting Web-basedech-
nologies, PBSWeb males it particularly easyto support
bothlocal andremoteusersusingdifferentplatforms. PB-
SWeb also supportsperuserand perapplicationjob con-
trol historiesandcoderepositorieso make it easietto man-
agelarge sequencesf productionruns. In the future, the
basicarchitectureandmodelof PBSWeb will be extended
to supportthe automaticselectionof computingresources
and the co-ordinationof computationghat spanmultiple
computingcenters.
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